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DAS Team
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Debbie Bard 
Cosmology, Particle Physics 

Workflows, Analytics 

Wahid Bhimji 
Particle Physics 

Management, Transfer  

Shane Canon 
Systems Biology, Genomics 

Workflows 

Shreyas Cholia 
Access, Management 

Lisa Gerhardt 
Particle Physics 

Management, Workflows 

Annette Greiner 
BioMedical Sciences 
Access, Visualization 

Burlen Loring 
Visualization 

Jialin Liu 
Management 

Jeff Porter 
Nuclear Physicsr 

Transfer 

Evan Racah 
Analytics 

Rollin Thomas 
Astrophysics, Cosmology 

Analytics, Access 

Quincey Koziol 
Management 

Prabhat 
Climate, Neuroscience 
Analytics, Management 



DAS Goal: 
“Enable Data-Intensive Science at Scale”

Internal	Goals	
•  Provide	world-class,	produc3on	quality	so8ware	services	for	

all	major	Data	capabili3es:	
–  Analy3cs,	Management,	Workflows,	Transfer,	Access,	Visualiza3on	

•  Pioneer	evalua3on,	research	and	deployment	of	Big	Data	
technologies	
–  Focusing	on	produc3vity	and	performance	

•  Engage	with	stakeholders	to	enable	scien3fic	discovery	in	a	
data-driven	world	
–  Users,	Compu3ng	Sciences	Staff,	Vendors,	Researchers	
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Cori Data Features

•  NVRAM	Flash	Burst	Buffer	as	I/O	accelerator	

•  High	bandwidth	external	connec@vity	to	experimental	
facili@es	from	compute	nodes	(SoHware	Defined	
Networking)	

•  More	login	nodes	for	managing	advanced	workflows	

•  Data-friendly	queues		
–  Shared,	Interac3ve,	Real-3me,	High-mem,	Transfer		

•  Virtualiza@on	capabili@es	with	ShiHer		
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Data Software and Services
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Capabili@es	 Technologies	

Data	Transfer	+	Access	

Workflows	

Data	Management	

Data	Analy3cs	

	
	
	

Data	Visualiza3on	
	
	



How to get help

• 	Documenta@on:	
– 	www.nersc.gov	
– 	hVp://www.nersc.gov/users/data-analy3cs/	

• File	a	@cket	
– 	send	e-mail	to	consult@nersc.gov	

• NUG	monthly	telecons/webinars,	Data	Day	

• In-person	engagement	
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Training Schedule
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Asks…

• Please engage with the DAS team 
–  Ask questions 
–  Provide critical feedback on choice of tools 
–  Let us know if we are missing capabilities 

• Please let us know of your use cases 
–  Productivity 
–  Performance 

•  Portfolio should work at 1TB / 10,000 core level  
•  Scale to 100TB / 100,000 cores 

• Have Fun!  
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